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Operating Systems Function – MEMORY MANAGEMENT

Introduction 

We know that the CPU can be shared by a set of processes.   As a result of the CPU scheduling, we can improve both the utilization of the CPU and the speed of the computer’s response to its users.  To realise this increase in performance, however, we must keep several processes in memory; we must share memory.
Memory is central to the operation of a modern computer system.  Memory is a large array of words or bytes, each with its own address.  The CPU fetches instructions from memory according to the value of the program counter.  These instructions may cause additional loading from and storing to specific memory addresses.  Main memory is generally the only storage device that the CPU is able to address directly.  For example, for the CPU to process data from disk, those data must first be transferred to main memory by the CPU-generated I/O calls.  Equivalently, instructions must be in memory for the CPU to execute them.
For a program to be executed, it must be mapped to absolute addresses and loaded into memory.  As the program executes, it accesses program instructions and data from memory by generating these absolute addresses.  Eventually, the program terminates, its memory space is declared available, and the next program can be loaded and executed.

Operating System’s responsibility to Memory Management

· Keep track of which parts of memory are currently being used and by whom.
· Decide which processes are to be loaded into memory when memory space becomes available.

· Allocate and de-allocate memory space as needed.

Virtual Memory
Virtual memory is a technique that allows the execution of processes that may not be completely in memory.  The main visible advantage of this scheme is that programs can be larger than physical memory.  This technique frees programmers from concern over memory storage limitations.  Virtual memory is not easy to implement, however, and may substantially decrease performance if it is used carelessly.
Most computers today have something like 32 or 64 megabyte of RAM available for the CPU to use.   Unfortunately, that amount of RAM is not enough to run all of the programs that most users expect to run at once.   For example, if you load the operating system, an e-mail program, a Web browser and word processor into RAM simultaneously, 32 megabytes is not enough to hold it all.  If there were no such thing as virtual memory, then once you filled up the available RAM your computer would have to say, "Sorry, you cannot load any more applications. Please close another application to load a new one." With virtual memory, what the computer can do is look at RAM for areas that have not been used recently and copy them onto the hard disk. This frees up space in RAM to load the new application. 
Because this copying happens automatically, you don't even know it is happening, and it makes your computer feel like is has unlimited RAM space even though it only has 32 megabytes installed. Because hard disk space is so much cheaper than RAM chips, it also has a nice economic benefit. ​

​ The read/write speed of a hard drive is much slower than RAM, and the technology of a hard drive is not geared toward accessing small pieces of data at a time. If your system has to rely too heavily on virtual memory, you will notice a significant performance drop. The key is to have enough RAM to handle everything you tend to work on simultaneously -- then, the only time you "feel" the slowness of virtual memory is when there's a slight pause when you're changing tasks. When that's the case, virtual memory is perfect. 
When it is not the case, the operating system has to constantly swap information back and forth between RAM and the hard disk. This is called thrashing, and it can make your computer feel incredibly slow. 
Paging

The area of the hard disk used for virtual memory is called a swap file because it swaps (exchanges) data, information, and instructions between memory and storage.  A page is the amount of data and program instructions that can be swap at a given time.  The technique of swapping items between memory and storage, called paging, is a time-consuming process for the computer.
Basic Method:

· Physical memory is broken into fixed-sized blocks called FRAMES.

· Logical memory is also broken down into blocks of the same size called PAGES.

· When a process is being executed, its pages are loaded into any available memory frames from the hard disk (or the backing store).

· The backing store is divided into fixed-sized blocks that are of the same size as the memory frames.

· Consider the following diagram:
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Every address generated by the CPU is divided into two parts: a page number (p) and a page offset (d).  The page number is used as an index into a page table.  The page table contains the base address of each page in physical memory.  This base address is combined with the page offset to define the physical address that is sent to the memory unit.

FORMAT OF A LOGICAL ADDRESS
· The page size (like the frame size) is defined by the hardware.  
· The size of a page is typically a power of 2 varying between 512 bytes and 8192 bytes per page, depending on the computer architecture.

· The selection of a power of 2 as a page size makes the translation of a logical address into a page number and page offset particularly easy.

· If the size of logical address into space is 2m, and a page size is 2n addressing units (bytes or words), then the higher-order m-n bits of a logical address designate the page offset.  Thus, the logical address is as follows:


            
         m-n

    n

A MORE CONCRETE EXAMPLE – Paging Model
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A PAGING EXAMPLE FOR A 32-BYTE MEMORY WITH 4 BYTES PER PAGE
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· Using a page size of 4 bytes and a physical memory of 32 bytes (8 pages), it is shown how a user’s view can be mapped into physical memory.  
· Logical Address 0 is page 0, offset 0.  Indexing into the page table, we find that page 0 is in frame 5.  Thus logical address 0 maps to physical address 20 (=(5*4)+0).

· Where does logical address 3 maps to?
Thrashing

· This is the state of an operating system that spends much of its time paging, instead of executing application software.
· If a particularly application software stopped responding and the hard disk blinks repeatedly, the operating system probably is thrashing.

· Thrashing is computer activity that makes little or no progress, usually because memory or other resources have become exhausted or too limited to perform needed operations. When this happens, a pattern typically develops in which a request is made of the operating system by a process or program, the operating system tries to find resources by taking them from some other process, which in turn makes new requests that can't be satisfied. In a virtual storage system (an operating system that manages its logical storage or memory in units called pages), thrashing is a condition in which excessive paging operations are taking place.

· A system that is thrashing can be perceived as either a very slow system or one that has come to a halt.

· Usually thrashing refers to two or more processes accessing a shared resource repeatedly such that serious system performance degradation occurs because the system is spending a disproportionate amount of time just accessing the shared resource. Resource access time may generally be considered as wasted, since it does not contribute to the advancement of any process. This is often the case when a CPU can process more information than can be held in available RAM; consequently the system spends more time preparing to execute instructions, than actually executing them.
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Basic concept

· If the number of pages allocated to a low-priority process falls below the minimum number required by the computer architecture, we must suspend the process’ execution.
· We should then page out its remaining pages, freeing all its allocated frames.  This provision introduces a swap-in swap-out level of intermediate CPU scheduling.
· There may be processes that does not have ‘enough’ frames.  Although it is technically possible reduce the number of allocated frames to the minimum, there is still some (larger) number of pages that are in active use.
· If the process does not have this number of frames, it will quickly page fault.
page fault is an interrupt to the software raised by the hardware, when a program accesses a page that is mapped in address space, but not loaded in physical memory.

The hardware that detects this situation is the memory management unit in a processor. The exception handling software that handles the page fault is generally part of an operating system. The operating system tries to handle the page fault by making the required page accessible at a location in physical memory or kills the program in case it is an illegal access.
· At this point, some pages will need to be replaced.
· However, since all the pages are in active use, it must replace a page that will be needed again right away.  
· Consequently, it very quickly faults again, and again, and again.  The process continues to fault, replacing pages for which it will then fault and bring back right away.
Causes of Thrashing

· The operating system monitors the CPU utilization.
· If CPU utilization is too low, we increase the degree of multiprogramming by introducing a new process into the system.

· A global page-replacement algorithm is used, replacing pages with no regard to the process to which they belong.

page replacement algorithms decide which memory pages to page out (swap out, write to disk) when a page of memory needs to be allocated.
· Now suppose a process enters a new phase in its execution and needs more frames.  It starts faulting and taking pages away from other processes.

· These faulting processes must use the paging device to swap pages in and out.

· As they queue up for the paging device, the ready queue empties.

· As processes wait for the paging device, CPU utilization decreases.

· The CPU scheduler sees the decreasing CPU utilization, and increases the degree of multiprogramming as a result.

· The new process tries to get started by taking pages from running processes, causing more page faults, and a longer queue for the paging device.  
· As a result, CPU utilization drops even further, and the CPU scheduler tries to increase the degree of multiprogramming even more.

· Thrashing has occurred! The page fault rate increases tremendously.  As a result the effective memory access time increases.  No work is getting done, because the processes are spending all their time paging.

Limiting Thrashing

Use a local (or priority) replacement algorithm.  With local replacement, if one process starts thrashing, it cannot steal frames from another process and cause the latter to thrash also.
Preventing Thrashing


Provide a process as many frames as it needs.



Additionally:
When referring to a computer, thrashing or disk thrashing is a term used to describe when the hard disk drive is being overworked by moving information between the system memory and virtual memory excessively. Thrashing is often caused when the system does not have enough memory, the system swap file is not properly configured, and/or too much is running on the computer and it has low system resources. 

When thrashing occurs, a user will notice the computer hard disk drive always working and a decrease in system performance. Thrashing is bad on a hard disk drive because of the amount of work the hard disk drive has to do and if is left unfixed will likely cause an early failure of the hard disk drive.

To resolve hard disk drive thrashing, a user can do any of the below.

1. Increase the amount of RAM in the computer. 

2. Decrease the amount of programs being run on the computer. 

3. Adjust the size of the swap file. 
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